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Abstract—As one of the key technologies for future 5G,
Device-to-Device communications (D2D) offloads traffic to local
by enabling mobile equipment directly communicating with
each other, which perfectly supporting distributed applications
and IoT scenarios. Integrating Information-centric networking
(ICN) with D2D is becoming an attractive trend because of the
superior advantages of inherent support of caching and name-
based routing. Nevertheless, efficient caching in ICN D2D still
remain problematic due to the low utilization of caching space
and multicast feature of wireless scenarios. In this paper, we
propose a novel optimal coded content caching mechanism for
ICN-based 5G D2D. We first building a fluid-based model to
describe how the roles of mobile nodes evolve with the user
behaviors and caching strategy. We then accordingly formulate
the coded caching problem as an optimization problem, which
mainly considers the tradeoff between delivery latency and
energy consumption. The existence of optimal solutions is proved
theoretically. We further propose a Learn Tree-based Code
Content (LTCC) mechanism to cluster the contents for content
coding selection and an Optimal Coded Content Caching
(O3C) algorithm to solve coded content caching problem. Finally,
we conduct massive simulation tests to validate the performance
of the proposed algorithm against the state-of-art solutions.

I. INTRODUCTION

With the fast development of wireless communication tech-

nologies which have instinct the explosive of smart mobile

devices and mobile applications, recent mobile data networks

have experienced drastic growth. According to Cisco VNI

prediction [1], global mobile video traffic reached 4.2 exabytes

per month at the end of 2016, and will increase by 8 times be-

tween 2016 and 2021. Such a large amount of traffic presents

a dual challenge to core network load and spectrum resource

utilization. Besides, ever increasing mobile data traffic has

brought huge pressure to the network infrastructure. In this

context, the design of the future fifth generation (5G) network

[2] must be able to accommodate the overwhelming demand

for mobile communications. Device-to-Device communication

(D2D) offloads the traffic pressures to local by enabling users

to communicate each without the coordinate of Base Stations

[3], which increases the network capacity and alleviate the

pressures of backhaul. Hence, D2D has been treated as one

of the key technologies in future 5G. However, introducing

mobile service into such scenarios still remain problematic due

to the mismatch between host-entric design of conventional

IP architecture and content-centric requirement of mobile

service [4]. By naming the content instead of host in network,

information-centric networking (ICN) shifts the network de-

sign focus from conventional host communication to content

distribution, which inherently supports ubiquitous caching and

multicast delivery. Such salient features of ICN make it a very

promising solution for improving mobile service over 5G D2D

communications.

In-networking is a key feature of ICN which attempts to al-

leviate the traffic pressure of core network and reduce the data

transmission delay. Thus, it critical to study how to improve

the caching performance for ICN. However, conventional un-

coded caching schemes [5][6] in ICN D2D cache the content

independently, namely, requests arrived simultaneously can

only be served by unicast transmission separately. Due to the

failure of utilizing multicasting feature of wireless channel,

network capacity of such solutions is limited.

Different from uncoded solutions, coded caching scheme

[7] synchronously satisfies the different requests by coding

asked contents together and delivering them via broadcast

channel. The gain of multicasting opportunity by coding

content not only improves the transmission capacity but al-

so reduces the delivery latency. Hence, coding caching has

become an attractive trend for caching problem in ICN D2D

[8][9]. Although, caching coded content in wireless scenarios

has been studied by several literatures, problem still remains.

Content in [7] will not be encoded until being transmitted,

which still suffers from the low caching utilization due to the

tremendous caching redundancy. Literature [10] treats each

content equally when encoding them together. The feature of

neglecting the content demand triggers the imbalance between

demand and supply.

In this paper, we propose an optimal coded caching scheme

for ICN-based 5G D2D. We first propose a fluid-based model

to describe the dynamic evolution of the network. Based on

the models, we formulate the coded caching problem as an

optimization problem which balances the tradeoff between

delivery latency and energy consumption. An Optimal Coded
Content Caching (O3C) algorithm to solve the problem of

joint optimization of delay and energy consumption. We also

conduct experiments to verify the accuracy of the model, and

performance of our algorithm. The main contributions of this

paper are:
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1) We consider ICN-based 5G D2D network as a dynam-

ical system and build a fluid-based model to describe

the mobile node role evolving with the network system

status(the arrival rate of content requests and coded content

cache strategy). We also verified the accuracy of the model

theoretical results by experiments.

2) Based on the proposed model, we first give the object

function of joint optimization of delay and consumption

problem, and design the LTCC mechanism to accomplish

the coded content selection. Then, we propose the O3C
algorithm to solve optimal coded caching problem.

3) We design a series of simulations to compare our algorithm

with the state-of-art uncoded content caching approachs.

Results demonstrate our algorithm outperforms state-of-

the-art solutions [11][12] in terms of average number of

hops, latency and energy consumption.

II. SYSTEM MODEL

In this section, we will first give some reasonable assump-

tions, and then introduce a fluid-based model to describe the

dynamics of ICN-based 5G D2D network with coded content

caching.

A. Assumptions

Before introducing our model, we make the following

assumptions.

Similar as our previous work in [12][13] where a Named

Data Networking [14] is employed for future 5G-D2D sce-

narios1. Each ICN node is equipped with 5G-D2D interface,

which makes it possible to build a pure ICN-based 5G D2D

network. According to [12], such mobile node will play any of

the three roles: content consumer, producer and forwarder,
each role follows the same definition. Besides, we also assume

the contents are divided into multiple chunks with equal size.

The requesting rate q (i) of each chunk follows the Zipf

distribution[15] with parameter ρ. The Random Way Point

(RWP) model as described in [16] is employed for mobility

description.

B. Coded File Reconstruction in Mobile ICN

For capacity analysis, the total m contents represented

by a set F = {f1,f2, ...,fm}, where each content con-

tains k number of chunks as fi = {c1i , c2i , ..., cki }. We

use L = {l1, l2, ..., lKc
} to denote the set of classes and

lj = {l1j , l2j , ..., l|lj |j |lj ∈ f} to record the set of chunks in

class j. According to [10], for each class, randomly selecting

each one of the chunks from the set l with probability 1
2 and

then mix the selected chunks via the XOR operation to create

one encode file. The i-th encoded cached file of class j can

be represented as:

gij =

|lj |∑
n=1

aijn ln = aijlj , (1)

1Without loss of generality, we use NDN as an example. Since content
caching is a common feature of any ICN architecture, our solution can be
also extend to ICNs other than NDN

Coded FileCounter vector
CS of Node 0

Coded FileCounter vector
CS of Node 1

Coded FileCounter vector
CS of Node 2

Fig. 1. An example of decoding in ICN-based 5G D2D network

where a = [a1, a2, .., a|lj |] is an uniformly distributed vector

of encoding counters with binary elements and the summation

is carried over GF(2). In this way, if the mobile nodes find

a set of nodes in the forward path with enough encoded files

containing |lj | linearly independent encoded vectors, they can

collaborate to decode the files. As Fig. 1 shows, considering

the content set of current network is {A,B,C,D,E}, we as-

suming that node n0 contains the coded content {B⊕C⊕E}.
If n0 requests content A, it will need uncoded content packet

A or {A⊕B⊕C⊕E} for decoding A. Thus, n0 sends out the
interest packet containing the Counter V ector (1, 0, 0, 0, 0)
and (1, 1, 1, 0, 1) to the neighbor n1. The receiving node

n1 does not contain the asked packets. Since n1 contains

{B ⊕ E}, decoding the requested packet will only need any

one of the packets A, {A ⊕ B ⊕ C ⊕ E}, {A ⊕ B ⊕ E}
and {A ⊕ C}. Thus, n1 forwards the request with vectors

(1, 0, 0, 0, 0), (1, 1, 1, 0, 1), (1, 1, 0, 0, 1) and (1, 0, 1, 0, 0) to

next hop n2 which has coding packet {A⊕C}. n2 passes the

{A ⊕ C} to n1, and n1 obtains the {A ⊕ B ⊕ C ⊕ E} by

combining the {A⊕ C} and {B ⊕ E}. Then, n1 returns the

asked {A ⊕ B ⊕ C ⊕ E} to n0 and n0 decodes the A with

{A⊕B ⊕ C ⊕ E} and {B ⊕ C ⊕ E}.
Based on above discussion, each mobile node can decodes

the k-th content via N linear independent packets, which can

be represented by
(∑R

i=1

∑N
j=1 b

i
ja
i
j

)
lj , where b

i
j ∈ GF (2)

denotes the XOR operation over the reconstruction path, and

we have vector vk denoted by
∑R
i=1

∑N
j=1 b

i
ja
i
j = vk. Intu-

itively, for k-th component in vk and 0 for other components.

C. Fluid-based Model

We discuss the basic concepts of the fluid-based model

for a given class j in ICN-based 5G D2D. Inspired by our

early work [12], we firstly define four roles for mobile nodes:

Consumer, the node which issues an Interest packet for

specific encode chunk in class j; Relay, the intermediate node

which receives, extends and forwards the Interest packet

since it does not contain them in its local CS ; Provider,
the node which holds one of the demand chunks; Ordinary,
the node which does not belong to any role above. To further

describe, we introduce the following four bits:
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• Request bit (R): 1 if the node is a consumer for the chunk,

0 otherwise.

• Forward bit (F): 1 if the node is a relay for the chunk, 0

otherwise.

• Spread bit (S): 1 if the node is able to spread the request

to neighbor node, 0 otherwise.

• Have bit (H): 1 if the node is capable of decoding the

corresponding content, 0 otherwise.

Unlike the [12] which consider the non-coded scenarios, we

in this paper model 6 possible node states during the content

sharing and Each state can be described as follows:

• Ordinary state A (R=0, F=0, S=0, H=0): The node in this

state is an ordinary node for specific encode chunk, let A (t)
be the population fraction of nodes in this state at time t.

• Activated consumer stateD (R=1, F=0, S=1,H=0): This

state indicates that the requesting node is sending out the

request, Let D (t) denotes the population fraction of nodes

in state D at time t.
• Inactivated consumer state B (R=1, F=0, S=0, H=0):

The node in this state is a requester that have already

forwarded the request and is waiting for the finish of

decoding over the forwarding path. Let B (t) be node scale
in state B at time t.

• Consumer satisfied state X (R=1, F=0, S=0, H=1): In

this state, the consumers have already obtained the enough

packets for decoding the demand chunk. Denote X (t) scale
of nodes in X at time t.

• Activated relay stateD′(R=0, F=1, S=1,H=0): The node

enters in this state when it receives a request and prepares

to forward it. This state node cannot decode the requested

content and is preparing to forward the request to next hop.

Given D′ (t) as the population fraction in D′ at time t.
• Inactivated relay state B′ (R=0, F=1, S=0, H=0): The

nodes in this state are the relay nodes that have already

forwarded the request and waited for any of the requested

coded content back. We define B′ (t)as the population

fraction of B′at time t.

Each node in networks is one of the six states, hence the

sum of all nodes of each state is constantly equal to the total

number of nodes in networks, namely:

A(t) + D(t) + B(t) + X(t) + D′(t) + B′(t) = 1 (2)

Further, we build a fluid-based model to describe the

dynamics of Aj(t), Dj(t), Bj(t), Xj(t), D
′
j(t), B

′
j(t) in class

j. The transition of above 6 states and 8 possible types of state

transitions (represented by the dotted/solid line with arrow)

can be interpreted as Fig. 2. The details of each transition are

shown below:

• Transition 1: This transition follows the same definition

in [12], which indicates that the node in state Aj becomes

interested in lij a chunk i in class j. The probability of each

node becomes interested in lij follows the Poisson distribu-

tion with parameter βij . The conversion rate of transition 1

can be denoted by βjAj(t) =
∑|li|
i=1 β

i
jAj(t). When the

Δt is small enough, we can assume that βjΔt ≈ βjdt.

Request=1
Forward=0
Spread=0
Have=j

Request=1
Forward=0
Spread=1
Have=i

Request=0
Forward=0
Spread=0
Have=i

Request=0
Forward=1
Spread=1
Have=i

Request=1
Forward=0
Spread=0
Have=N

A t

X t

fD t D t

fB t B t

Request=0
Forward=1
Spread=0
Have=i

Fig. 2. Possible state transitions of nodes in ICN-based 5G D2D network
with coded content caching

0 1 i Nj

Fig. 3. The state space of the Markov chain for decoding

• Transition 2: This transition indicates that activated con-

sumer converts from state Dj to inactivated state Bj after
sending out the request. Since all activated consumers are

converted to inactivated consumers after forwarding the

interest packet, the conversion rate is Dj(t).
• Transition 3: In coded caching case where enough encode

packets are received for decoding lij , inactivated consumers

in state Bj will become satisfied consumers Xj . As men-

tioned earlier, the consumers get the demand chunk by

spanning the entire message space during reconstruction

path. In this way, the state transition here can be seen as

the Markov chain shown in fig. 3. According to the [10],

when the consumer has h linearly independent encoded

chunks, the consumer will needs to find |li|+ γ − h, (γ =∑|li|
i=1

1
2i−1 ≈ 1.6067) new encoded chunks to decode the

required chunk on average. When the mobile nodes have

cached an average of h encoded chunks that are linearly

independent, it needs H =
⌈

|li|+γ−h
h

⌉
hops (cooperation

nodes) to decode the content on average. Here, we believe

that request will be spread once at an interval Δt , and

the average conversion rate from the state Bj to Xj is

Bj(t)/H.

• Transition 4: After submitting content to upperlayer, satis-

fied consumers in state Xj will become ordinary state by

converting from state Xj to Aj . Unlike uncoded caching

replacement the whole chunk, mobile nodes need to modify

the encoded chunks according to the coding rules and

caching strategy. Redundant coded chunks against the en-

coding rules and caching strategy will be replace by suitable

one. Since the XOR coded is flexible and the popularity

varies slowly. Thus, the encoded content caching can self-

adapt to the dynamic environment without requiring specific
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caching replacement. The conversion rate is Xj(t).
• Transition 5: When an ordinary node receives an Interest

packet, it will become to an activated relay, namely conver-

sion from state Aj to D
′
j . The forwarding of interest pack-

ets can be regarded as an epidemic process(EP) [17][18]

since the activated relays’ mission is transforming one of

their neighbors into an activated relay. As the unicast-

based forwarding is considered, the conversion rate of this

transition can be represented by the following equation

according to[17]:

Aj(t)(Dj(t) + D′
j(t)) (3)

• Transition 6:After sending out the interest packet of

chunk lij , an activated relay is converted from state D′
j

to inactivated state B′
j , and waiting for the encoded chunk

to return. Similarly to transition 2, all activated relays will

convert to inactivated relays after spreading the interest
packet and hence the conversion rate is D′

j(t).
• Transition 7: Since the relay nodes in stateB′

j may become

interest in lij as same as the ordinary nodes. They may

convert to Bj . Similarly to transition 1, the conversion rate

of transaction 7 is equal to βjB
′
j(t) =

∑|li|
i=1 β

i
jB

′
j(t).

• Transition 8: When a relay receives the demand coded

chunks, it needs to adjust the coded content cache based

on network coding rules and caching strategy. Replace

the redundant coded chunks that do not conform to the

encoding rules and caching strategy with new encoded

chunks, namely conversion from state B′
j to Aj . The

average conversion rate of this transition is 2B′
j(t)/H.

Because the first relay needs average H− 1 hops to obtain

the demand chunks on the reconstruction path. The second

relay needs H − 2. By that analogy, the i-th relay needs

H− i, i < H. The average hop of all relays is H/2.

The conversion rate of above 8 transition process is sum-

marized in table 1. According to fig. 2 and table 1, we can

obtain the following O.D.E functions:

Ȧj = Xj(t) + 2B′
j(t)/H− βjAj(t) (4)

−Aj(t)(Dj(t) + D′
j(t))

Ḋj = βjAj(t) −Dj(t) (5)

Ḃj = Dj(t) −Bj(t)/H + βjB
′
j(t) (6)

Ẋj = Bj(t)/H−Xj(t) (7)

Ḋ′
j = Aj(t)(Dj(t) + D′

j(t)) −D′
j(t) (8)

Ḃ′
j = D′

j(t) − βjB
′
j(t) − 2B′

j(t)/H (9)

Uj |t=t0 = Uj,t0 (10)

Where Uj represents the system state of the class j. Given
the initial value Uj,t0 by

Uj,t0 = (Aj(t0), Dj(t0), Bj(t0), Xj(t0), D
′
j(t0), B

′
j(t0)).

D. Accuracy of the O.D.E Approximation
To validate the accuracy of proposed O.D.E function, we

use the ndnSIM based on NS3 to simulate the real NDN envi-

ronments and conduct a series of tests. Specifically, we build

TABLE I
STATE UPDATE AND CONVERSION RATE OF TRANSITIONS

Transition State update Conversion rate
1 (0,0,0,0) → (1,0,1,0) βjAj(t)
2 (1,0,1,0) → (1,0,0,0) Dj(t)
3 (1,0,0,0) → (1,0,0,1) Bj(t)/H
4 (1,0,0,1) → (0,0,0,0) Xj(t)
5 (0,0,0,0) → (0,1,1,0) Aj(t)(Dj(t) +D′

j(t))

6 (0,1,1,0) → (0,1,0,0) D′
j(t)

7 (0,1,0,0) → (1,0,0,0) βjB
′
j(t)

8 (0,1,0,0) → (0,0,0,0) 2B′
j(t)/H

a NDN network with 1000 mobile nodes moving arbitrarily

over a 3000 × 3000. The RWP mobility model is used and

its velocity range is set to [3, 10]m/s. Consider 10 different

videos of which are 10s long and consists of 5 chunks. All

chunks are encoded randomly. The caching capacity of each

mobile node in NDN is set to 5 chunks large. To eliminate

the randomness, we repeat 20 times with different random

seeds and take the average of the results. Fig.4 shows the

comparison between theoretical and experimental values of

the system evolution. As figure shows, our model converges

well to the simulation results. Hence, we can conclude that

our model indeed describe the realistic system evolving.

III. CACHING OPTIMIZATION

In this section, we will introduce the optimize caching

policy based on the fluid-based model.

A. Problem Formulation

Unlike traditional uncoded caching mechanisms storing

continuous chunks, coded caching decouples the correlations

between contents and divides the content into different cat-

egories. Contents in each category are stored in the form of

linear independent packets.

Instead of placing content as conventional noncoded so-

lutions, caching how many linear independent packets for

each category should be considered. Recall that the request

distribution is Zipf-like, each mobile node in network can

be equally considered since they follow the same requesting

distribution. For each mobile node i in D2D scenarios, let

η = ei1, e
i
2, . . . , e

i
j , . . . , e

i
Kc

caching policy, where ej indi-

cates the number of coding packets for j-th category. The total

cached content Mi for i equals to
∑Kc

j=1 e
i
j .

According to the discussion in the previous section, the

more linear independent packets be cached in each node,

the less hop and delay of content retrieve. However, due to

the constraints of caching space and available energy, it is

impossible to infinitely cache the packets. Thus, the objective

function for caching optimization problem for coded caching

can be formulated as the tradeoff between waiting delay and

energy cost(caching and forwarding), which by :

Jη =

Kc∑
j=1

Jjη =

Kc∑
j=1

(φBj,η(Tj,η) + ϕBj,η(T j,η) + ψej)

(11)

Authorized licensed use limited to: BEIJING UNIVERSITY OF POST AND TELECOM. Downloaded on February 13,2023 at 17:09:13 UTC from IEEE Xplore.  Restrictions apply. 



Bj-Expt. B'j-Expt. Aj-Expt. otherj-Expt.

Bj-Theo. B j-Theo. Aj-Theo. otherj-Theo.

Fig. 4. Population Fraction vs. Time

B'j, (Tj, )

Bj, (Tj, )

ej
Jj,

Fig. 5. Population Fraction vs. the number of coding chunks ej

Where Bj,η (j, η) indicates that the value of Bj (t) under

the caching operation η and initial condition U when time

is Tj,η . Let Tj,η be the time when Bj,η (t) reaches the peak

value, namely, {Tj,η|Bj,η (Tj,η) = max
T

Bj,η}. Similarity, we

have Tj,η with {Tj,η|Bj,η (T j,η) = max
T

Bj,η}. ej is the total

scale of coded content in category j. α, β and γ are the weight

parameters where φ+ϕ+ψ = 1. Thus, we can formulate the

optimization as follows.

min Jη (12)

s.t

Kc∑
j=1

eij < C (13)

Where C indicates the caching capacity limits.

B. Optimal Control

In this subsection, we will discuss how to optimize the

caching control parameter η to minimize the objective Jη .
Due to the Jη is separable at caching category, we consider

for each category j, we have the Jjη optimization objective.

Jjη = φBj,η(Tj,η) + ϕBj,η(T j,η) + ψej (14)

Since Bj,η(T j,η) and Bj,η(T j,η) are continuous with the

respect to ej , then we can have an optimal ej that minimize

the Jjη .

Proof : To simplify the description of O.D.E function(4)-

(10), we rephrase the population fraction of each state with

corresponding lowercase letter, such as, b for B(t), ḃ for Ḃ(t).

ȧj = xj(t) + αjb
′
j(t) − βjaj(t) (15)

− aj(t)(dj(t) + d′
j(t))

ḋj = βjaj(t) − dj(t) (16)

ḃj = dj(t) − γjbj(t) + βjb
′
j(t) (17)

ẋj = γjbj(t) − xj(t) (18)

ḋ′
j = aj(t)(dj(t) + d′

j(t)) − d′
j(t) (19)

ḃ′
j = d′

j(t) − βjb
′
j(t) − αjb

′
j(t) (20)

where αj = (H−1)
∑

H−1
i=1 i

and γj = 1
H
. Let fj denotes as

(faj , fdj , fbj , fxj , fd′j , fb′j ), which are the right side of the

(15)-(20). According to (3), we have (aj , dj , bj , xj , d
′
j , b

′
j) ∈

[0, 1]6. Therefore the Jacobian of fj is bounded and satisfy

the Lipchitz condition.

According to (14), we can limit our focus on state evalua-

tion of (bj(t),b
′
j(t))

ḃj = dj(t) − γjbj(t) + βjb
′
j(t) (21)

ḃ′
j = d′

j(t) − βjb
′
j(t) − αjb

′
j(t) (22)

where βj is constant and only related to the popularity of

lj . As we can see, bj(t) and b′
j(t) are the monotonically

decreasing in terms of γj and αj respectively. Hence, we

know that bj(t) and b′
j(t) are monotonically decreasing with

the respect to ej .

Assume ω
(1)
j (t) = (b

(1)
j (t),b

′(1)
j (t)) and ω

(2)
j (t) =

(b
(2)
j (t),b

′(2)
j (t)) are the trajectories of equation (21) and (22)

under different caching policies η1 with e
(1)
j and η2 with e

(2)
j

respectively. With loss of generality, we assume e
(1)
j > e

(2)
j ,

and denote Δγj =γ
(1)
j −γ

(2)
j and Δαj =α

(1)
j −α

(2)
j . According

to (14), we have following inequality

||ω(1)
j (Tj,η) − ω

(2)
j (Tj,η)||2 ≤ CTj,η

Where C =
√

2(2 + βj). Since fj is bounded, and Tj,η
is finite, we thereby have the continuous of bj (Tj,η) and

bj (Tj,η) with ej , where γ and α are continuous for ej .

Fig. 5 shows how B′
j,η(Tj,η), Bj,η(Tj,η) and Jjη vary with

ej , where φ=0.1, ϕ=0.5 and ψ=0.4. The setting of experi-

mental parameters is the same as in Section 2.E. We can see

B′
j,η(Tj,η) and Bj,η(Tj,η) are the monotone decreasing with

ej , which also proves the previous conclusion. This is a good

explanation for the fact that the more cached coded chunks

are in the mobile nodes, the less consumers and forwarders

in the network. For the value of cost function Jjη , we can see

the corresponding curve firstly experience a decrease trend and

then increase with the ej . This is because as the cache fraction
increases, the cost of network cache increases gradually,

resulting in the overall cost increase. Besides, we can find

the minimum value of Jjη through numerical calculation.

√
Δγ2j + Δα2

j
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C. Practical Algorithm

In the following part, we will introduce the LTCC mech-

anism based on hierarchical softmax structure and the design

of word2vec [19]. This famous natural language processing

(NLP) structure has been widely used in cluster analysis in

many fields [20][21]. Hierarchical softmax-based model is the

core of LTCC which consists of three layers, input layer,

projection layer and output layer. And the design of the model

is based on CBOW and Skip-gram in word2vec. The principle

is to calculate the next-word’s probability in a given context,

which is derived as

P (w|context) =

n∏
x=1

P (b = bj(w)|lx(w), context) (23)

where w is the target word, and the right-hand side repre-

sents the formula for calculating the probability through the

Hierarchical softmax. Due to the limited space, we omit the

introduction that can find in [20]. In order to adapt to content

coding selection, we improve the original hierarchical softmax

by using dynamic Tree-based structure to calculate the con-

ditional probability requesting event under the condition that

another content is reqeusted at set time interval Tir. Once the

representations are learned by hierarchical softmax, we use

k-means algorithm to divide the contents into Kc classes.
As aforementioned, each mobile node periodically uploads

users’ request records to cloud. The cloud proxy maintains

the request history of each node and sort them by time.

Further, the request history set is divided into a series of

parts with the maximum request interval Tir between the

current records and predicted record within request history.

Therefore, the cloud server can calculate the optimal cache

policy according to network state Uj . After obtaining the

optimal η and coding rule, the cloud server broadcasts them

to all nodes through the base station, and then the mobile

nodes perform cache replacement and recoding based on η
and coding rule. Meanwhile, the mobile nodes upload their

own status periodically. The above process is implemented by

the pseudo code of Algorithm 1.

Algorithm 1 O3C − Coded Content Caching Policy
Cloud Server side:
for each time-slot Tir :
collect network status Uj and mobile nodes request records
for each class j:
according to request history of mobile nodes
using the LTCC to calculate the coding rule;
calculate the optimal cache policy ej with Uj .
end for
end for

Mobile Nodes side:
for each time-slot Tir :
upload Uj and request records
for each class j:
recoding based on the new coding rule ;
caching replacement based on the cache policy ej .
end for
end for

IV. PERFORMANCE EVALUATION

In this section, we design a series of experiments to

compare the performance of our algorithm with two state-of-

art ICN D2D-based caching strategies, ς∗-OCP [12], GrIMS

[11]. The parameters setting of RWP model are the same as

before. We deployed a 2000*2000 m2 quadrate simulation

scenario with 200 mobile nodes, and set the simulation time

to 1000s. Besides, we adopt 1000 different videos and each

of the videos contain 10 chunks. The length of each chunk is

2s. The user’s request for content follows the Zipf distribution

with parameter ρ = 0.8. The caching size of each node is set

to 1×105 MTUs, where each MTU equals to 1500B. In such

cases, mobile node can store 300 content chunks at most. We

employ the LTCC to cluster the content into 100 categories,

and use the central controller such as BSs to broadcast the

categories and coding strategy η to all mobile nodes. We also

deploy two mobile nodes as the initial content providers which

disseminate the original content in network.

A. Simulation Tests

For each caching strategy, three caching performance fac-

tors are tested. Average hit hop (AHH): Traditionally, AHH
indicates how many hops have been passed when request

is satisfied. For coded caching, the AHH is defined by the

average hop of finding all packets for decoding. Average
downloading time (ADT): ADL represents the average time

interval between sending out the request and obtaining the

enough coding packets. Energy Consumption (EC): EC
indicates the total energy consumption of all forwarding and

caching operations during the simulation.

According to fig. 6, we can see that O3C works best

on AHH, comparing to the other two algorithms, and the

AHH decreases by about 2 hops. The superiority of O3C
is because the coded content caching reduces the likelihood

of redundant replica. Intuitively, assuming that there are five

different content chunks in the network and each node can

cache one chunk. In the uncoded caching, the probability of

two nodes to caches the same content is 1/5. However, in
the coded content caching, there are 25 linearly independent

coded contents, the probability is 1/25.

Authorized licensed use limited to: BEIJING UNIVERSITY OF POST AND TELECOM. Downloaded on February 13,2023 at 17:09:13 UTC from IEEE Xplore.  Restrictions apply. 



  GrIMS
*-OCP
3C

Fig. 7. Average Hit Hop vs. Time

  GrIMS
*-OCP
3C

Fig. 8. Average Download Time vs. Time

*-OCP
  GrIMS

3C

Fig. 9. Energy Consumption vs. Time

Fig. 7 shows how the ADL of three caching solutions

varying with the simulation time. All curves begin with a

brief period of shock and then slow decreases over time.

This is because the node movement causes the system to be

unstable at the beginning. As the time pass by, the cache space

is gradually being optimized for full utilization and cache

configuration, which reduces the ADT. From Fig. 7 we can

also see O3C has the lowest ADT among three solutions.

In addition, fig. 8 shows the EC of three solutions. Be-

cause the decrease in AHH reduces the energy consumed by

forwarding, we can see O3C outperforms than ς∗-OCP and

GrIMS at 1000s by about 24% and 47%. The results show

that compared with the traditional caching strategy, the cache

space can be more effectively utilized by caching encoded

content.

V. CONCLUSION AND FUTURE WORK

This paper proposed a coded caching scheme for joint

optimization of delivery latency and energy consumption. We

first model the network status evolving with user behaviors

and caching operations as a fluid-based model. We formulate

the optimization problem for coded caching based on this fluid

model, focusing on the tradeoff between delivery latency and

caching cost. The existence of optimal solutions is proved. To

practically solve this problem, a Learn Tree-based Coded
Content (LTCC) mechanism is designed in order to cluster

the contents in to different categories, and an Optimal Coded
Content Caching (O3C) algorithm is also proposed for op-

timally scheduling the coded caching chunks over all mobile

nodes. A series of simulation results have also been conduct

and prove the dominance of our algorithm. Future work will

include how to design the coded-oriented caching replacement

and scenarios with time varying of user behaviors.
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